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Abstract
This paper presents a polynomial time algorithm used for solving a Mixed Integer Linear Program (MILP) formulation of a scheduling problem applicable to Air Traffic Control. We first relate the general MILP (which we believe to be NP-Hard) to the Air Traffic Control problem, which consists of performing maneuver assignments to achieve scheduling constraints for airport arrival traffic. This MILP can be solved with CPLEX, yet there is no guarantee on the running time. We show that a specific case of this Air Traffic Control problem, which is of interest in its own right, may be solved using an exact polynomial-time algorithm. The case of interest consists of finding the largest achievable time separation between aircraft upon arrival, compatible with airspace restrictions and aircraft performance. Our algorithm transforms the problem to a single machine scheduling problem, and then embeds its solution into a bisection algorithm. We establish the polynomial complexity of the resulting algorithm by proving an algebraic property of its optimal solution. We compare the running times of CPLEX and our algorithm for 1800 cases with up to 20 aircraft. The results show numerical evidence of the guaranteed running time of our algorithm, by contrast with CPLEX whose average performance is good, but also shows a significant number of instances with unacceptably large computational time. We perform 8100 additional runs of our algorithm with up to 100 aircraft, to numerically confirm the predicted worst case running time of our algorithm.

1 INTRODUCTION
1.1 Origins of the problem
Motivated by the growth of air traffic since the 1940s, the Federal Aviation Administration (FAA) achieved by the mid 1970’s a semi-automated Air Traffic Control (ATC) system, based on a combination of radar and computer technologies. This system has been constantly upgraded since. One of the newest tools in the ATC system is the NASA-developed software Center-TRACON Automation System (CTAS) [1], which helps Air Traffic Controllers manage the increasing complexity of air traffic flow in the vicinity of large airports. Besides helping to reduce the workload of the Controllers, this advisory system also contributes to a more efficient traffic flow management which benefits the passengers and the airlines, by reducing the delays and improving safety. The functionalities covered by CTAS and other tools available to the Air Traffic Controllers include monitoring, alerts, advisories, some planning functionality, as well as information displays. With regard to planning, CTAS can be used to assign aircraft to particular arrival routes, called arrivals, into airportvicinities (see Figure 1 for two main arrival routes into Oakland airport).

![Figure 1: Two examples of arrival into the Oakland airport: Madwin 3 (–) and Locke 1 (–).](image)

Arrival assignment aids the Air Traffic Controller in the problem of flow metering, or delivering a prescribed number of aircraft per unit time to the airport runway. An Air Traffic Controller can thus regulate the flow by manually adjusting the flight plans of individual aircraft, according to procedures (called playbooks) which have been established over time to meet the acceptance rates at airports. Two examples of maneuvers used for such adjustments are shown in Figure 2, please see [3, 5, 10] for more details on the different maneuvers.
used. These maneuvers are used to slow down the aircraft, to increase spacing between it and the previous aircraft. Much of the Air Traffic Controller’s workload consists of manually calculating these maneuvers for each aircraft so that the overall flow satisfies the metering conditions. The task of performing arrival assignment and time adjustments on arrivals is sometimes referred to as routing-sequencing. The algorithm presented in this paper could contribute to the automation of this task.

![Figure 2: Two examples of maneuvers corresponding to arrival time adjustment. Left: Deviation \( \psi \) from flight plan using a Vector For Spacing (VFS) available in a given sector. Right: Holding Pattern (HP).](image)

In the current system, Air Traffic Controllers tend to use only a subset of the maneuvers available to them while metering the flow into the airports; for example, it is often easier not to change the order of arrival of the aircraft into an airport, despite the fact that it might reduce the delays. In [5], we study the feasibility of automatically generating these flight plan adjustments, in order to meter flow in real time, even when the system is operating at maximal capacity. The main result of [5] is an algorithm which maps the set of all possible adjustments of all aircraft to a Mixed Integer Linear Program (MILP). The numerical implementation of this program takes NASA provided air traffic data (called Enhanced Traffic Management System (ETMS) data [8]) as input, and generates a schedule for the sequence of aircraft and, indirectly, the resulting maneuver set that each aircraft should perform. This result supplies the Controller with directives for each aircraft which optimize the flow - in some cases, the method suggests switching the order of aircraft arrival (have one aircraft overtake the other) in order to improve the traffic flow. In [5], to solve the MILP in this numerical implementation, we used CPLEX [13] (the leading industrial solver for such programs). Due to the complexity of the underlying mathematical problem, despite the very good average performance of CPLEX, unpredictable cases, in which solving the MILP takes an exponentially large amount of time, occur in practice. This behavior is undesired for an online implementation of the algorithm, because the user might have to wait an unacceptable amount of time before getting an answer. This article proposes an algorithm for which we provide an upper bound on the running time of the MILP solution, and which is therefore guaranteed to find the exact optimal solution in a time which is predictable. Despite the fact that this algorithm was specifically designed for an ATC problem, it could be modified for other domains, such as jitter avoidance in networks, or task regulation in supply chain management.

1.2 Complexity of the problem, related work

MILP [7] is a powerful mathematical formulation that extends linear programming to problems with both continuous and integer variables. It appears naturally in various fields where these two types of variables coexist, for example operations research or chemical engineering [15, 12]. It enables inclusion of computational logic [18] into optimization problems, and provides an excellent tool for multi-vehicle or conflict avoidance problems [16] and discrete time hybrid systems [6]. Integer programming (and therefore MILP) in the general case is NP-Hard [14, 17]. Famous examples of NP-Hard problems, which can be posed as integer programs, include facility location, traveling salesman, knapsack, bin packing [17]. Certain problems which can be formulated as integer programs (for example max-flow, min-cut, maximum matching, minimum spanning tree) are polynomial-time solvable [1]. But a general integer programming optimization software such as CPLEX [13] cannot differentiate between polynomial-time solvable problems and NP-Hard problems a priori, and might require exponential time to find the solution of a polynomial-time solvable problem, as shown in [5]; this article proves that a specific case of the problem shown in [5] is polynomial-time solvable by deriving an exact polynomial-time algorithm.

This article is organized as follows. In section 2, we present the general formulation of the aircraft routing-sequencing problem, and the specific case of interest. We identify a closed form solution for the particular case in which the order of arrival of the aircraft is fixed in advance. In section 3, we use this closed form solution as a stopping condition for a bisection algorithm used to compute the exact solution of the MILP. The bisection relies on a feasibility algorithm which is a modification of a known single processor scheduling algorithm, derived in the Appendix (with a numerical example to illustrate its structure). Section 4 presents a numerical implementation of this algorithm, and extensive comparisons with CPLEX. The bounds on running time derived for our algorithm are verified in practice and it is shown to perform much better than CPLEX. Section 5 outlines the current state of our research for the general version of the problem, as well as preliminary results for this general problem.

2 PROBLEM FORMULATION

We consider \( N \) aircraft converging to a single airport. Aircraft are indexed by \( \ell \in \{1, \cdots, N\} \). As a result of ATC actuation, the set of arrival times for aircraft \( i \) is a union of intervals called \( S_i := \bigcup_{k=1}^{n_i} [a_{i,k}, b_{i,k}] \). For each \( i \), \( n_i \) is the number of intervals of time in which aircraft \( i \) can arrive. These intervals encode a set of maneuvers which are relatively easy to implement for ATC. Usually, arrival airports request a time separation \( \Delta \) between aircraft (for example, at most one aircraft every
minute). A key question for ATC is to know how much buffer time is available given this set of “easy” maneuvers: what is the largest \( \Delta \) that can be achieved? If this largest \( \Delta \) is too close to the request of the airport, ATC might decide to hold aircraft at predefined locations to ensure a safety buffer in case of disturbances (such as weather). In mathematical terms, given \( \{S_t\}_{t \in \{1, \ldots, N\}} \), we want to find a \( N \)-tuple \( (t_1, \ldots, t_N) \in \prod_{i=1}^{N} S_t \) of feasible arrival times for the \( N \) aircraft maximizing the minimum time separation \( \Delta \) between all pairs of aircraft:

\[
\begin{align*}
\text{max:} & \quad \Delta \\
\text{s.t.:} & \quad t_i - t_j \geq \Delta \quad \text{for all } i < j \leq N \\
& \quad t_i \leq b_i \quad i \leq N \\
& \quad t_i \geq a_i \quad i \leq N \\
& \quad d_{ik} \in \{0, 1\} \quad i \leq N, \quad k \leq n_i - 1
\end{align*}
\]

In this form, (1) is not a linear program (it is not even convex). It can be rewritten as a MILP, using boolean variables \( c_{ij} \) which encode the relative order of arrival of aircraft \( i \) and \( j \), and \( d_{ik} \) which encode the chosen arrival interval of aircraft \( i \) (see [5] for more details):

\[
\begin{align*}
\text{max:} & \quad \Delta \\
\text{s.t.:} & \quad t_i \geq a_{i,1} \quad i \leq N \\
& \quad t_i \leq b_{i,n_i} \quad i \leq N \\
& \quad t_i \geq a_{i,k+1} - D d_{ik} \quad i \leq N, \quad k \leq n_i - 1 \\
& \quad t_i \leq b_{i,k} + D(1 - d_{ik}) \quad i \leq N, \quad k \leq n_i - 1 \\
& \quad d_{ik} \in \{0, 1\} \quad i \leq N, \quad k \leq n_i - 1 \\
& \quad t_i - t_j \geq \Delta - C c_{ij} \quad j < i \leq N \\
& \quad t_i - t_j \leq C(1 - c_{ij}) - \Delta \quad j < i \leq N \\
& \quad c_{ij} \in \{0, 1\} \quad j < i \leq N
\end{align*}
\]

In (2), \( C \) and \( D \) are “large” constants. Large means that at least: \( C \geq 2(\max_{j=1}^{N-1} b_{j,N_j} - \min_{j=1}^{N-1} a_{j,1}) \) and \( D \geq \max_{j=1}^{N-1} \max\{a_{j,n_j} - a_{j,1}, b_{j,n_j} - b_{j,1}\} \). We do not know if this problem is polynomial-time solvable or not. Given the similarity with known NP-Hard scheduling problems (for example, if the separation of the aircraft depends on the aircraft), we believe that this problem is NP-Hard, but we have not yet been able to prove this.

For the present work, we focus on the one interval case \( n_i = 1 \) for all \( i \), and show that this problem is polynomial-time solvable. In the one interval case, \( d_{ij} \) disappears, and the problem becomes:

\[
\begin{align*}
\text{max:} & \quad \Delta \\
\text{s.t.:} & \quad t_i \geq a_{i,1} \quad i \leq N \\
& \quad t_i \leq b_{i,1} \quad i \leq N \\
& \quad t_i - t_j \geq \Delta - C c_{ij} \quad j < i \leq N \\
& \quad t_i - t_j \leq C(1 - c_{ij}) - \Delta \quad j < i \leq N \\
& \quad c_{ij} \in \{0, 1\} \quad j < i \leq N
\end{align*}
\]

2.1 Closed form solution for fixed arrival order
Assume first that the order of arrival of the aircraft is known a priori. Without loss of generality, assume that the aircraft have been labeled in this order (aircraft 1 arrives first, aircraft 2 arrives second, \ldots). Then, problem (3) reduces to:

\[
\begin{align*}
\text{max:} & \quad \Delta \\
\text{s.t.:} & \quad t_i - t_{i-1} \geq \Delta \quad 2 \leq i \leq N \\
& \quad t_i \geq a_{i,1} \quad i \leq N \\
& \quad t_i \leq b_{i,1} \quad i \leq N
\end{align*}
\]

**Lemma 1.** The optimal solution \( \Delta \) of (4) satisfies \( \Delta \leq m \), where

\[
m = \min_{(i,j) \in \{1, \ldots, N\}^2, \ i < j} \left( \frac{b_{j,1} - a_{i,1}}{j - i} \right)
\]

**Proof.** Call \( (k, l) = \arg\min_{(i,j) \in \{1, \ldots, N\}^2, \ i < j} \left( \frac{b_{j,1} - a_{i,1}}{j - i} \right) \), i.e. one pair of aircraft such that \( \left( \frac{b_{j,1} - a_{i,1}}{j - i} \right) = m \) and \( k < l \). Suppose that \( \Delta > m \). Then \( (l-k)m < (l-k)\Delta \leq b_{l,1} - a_{k,1} = (l-k)m \). The first inequality is by assumption. The second by definition of \( \Delta \): the best spacing between aircraft \( k \) and \( i \) is bounded by the mean. The last equality is by definition of \( m \). This inequality cannot be true. Therefore \( \Delta \leq m \).

**Theorem 1.** It is possible to construct a sequence \( (t_1, \ldots, t_N) \) such that \( (m, t_1, \ldots, t_N) \) satisfies (4), which proves that

\[
m = \min_{(i,j) \in \{1, \ldots, N\}^2, \ i < j} \left( \frac{b_{j,1} - a_{i,1}}{j - i} \right)
\]

**Proof.** We prove this theorem by induction on \( N \). For \( N = 2 \), the solution is trivial. For \( N = 3 \), we see that the following solution achieves the optimal:

\[
\begin{align*}
t_1 &= a_{1,1} \\
t_2 &= (b_{3,1} + a_{1,1})/2 \quad \text{if} \ (b_{3,1} + a_{1,1})/2 \in [a_{2,1}, b_{2,1}] \\
&= a_{2,1} \quad \text{if} \ (b_{3,1} + a_{1,1})/2 < a_{2,1} \\
&= b_{2,1} \quad \text{if} \ (b_{3,1} + a_{1,1})/2 > b_{2,1} \\
t_3 &= b_{3,1}
\end{align*}
\]

Suppose now that we have proved the property up to \( N \), i.e. that (6) is the solution of (4) for \( N \) aircraft. We now prove that (6) is the solution of (4) for \( N+1 \) aircraft. Call \( m(k, l) \) the following quantity, with \( k \) and \( l \) both in \( \{1, \ldots, N+1\} \), and \( k < l \):

\[
m(k, l) := \min_{(i,j) \in \{k, \ldots, N\}^2, \ i < j} \left( \frac{b_{j,1} - a_{i,1}}{j - i} \right)
\]

First, \( m(1, N+1) = \min \left( m(1, N), \min_{i \in \{1, \ldots, N\}} \left( \frac{b_{N+1,1} - a_{i,1}}{N+1 - i} \right) \right) \). We now investigate which of these terms achieves the min for \( m(1, N+1) \).

**Case 1:** If we have \( m(1, N+1) = m(1, N) \). We thus have \( m(1, N) \leq \frac{b_{N+1,1} - a_{i,1}}{N+1 - i} \) for all \( i \leq N \) (i.e. the arrival interval of aircraft \( N+1 \) does not decrease the overall minimum). Take \( t_{N+1} = b_{N+1,1} \). Now call \( b_{N+1,1} = \min \left( b_{N+1,1} - m(1, N), b_{N,1} \right) \).

**Case 2:** If \( b_{N+1,1} = b_{N,1} \), we have successfully constructed \((t_1, \ldots, t_{N+1})\) with \( t_{N+1} \) satisfies \( t_{N+1} - t_N \geq m(1, N+1) = m(1, N) \), and for all \( (i,j) \in \{1, \ldots, N\}^2 \) such that \( i < j \), \( t_j - t_i \geq m(1, N+1) = m(1, N+1) \).

**Case 3:** If \( b_{N+1,1} = b_{N,1} - m(1, N) \). Let us rename every other \( b_{i,1} \) as \( b'_{i,1} \), for \( i < N \), for notational ease. Now define \( m \) by:

\[
m = \min_{i \leq N} \left( \frac{b'_{N,1} - a_{i,1}}{N - i} \right)
\]

\[
m = \min_{i < N} \left( \frac{b'_{N,1} - a_{i,1}}{N - i} \right) = \min_{i < N} \left( \frac{b_{N+1,1} - m(1, N) - a_{i,1}}{N - i} \right)
\]
Thus \( m = \min_{i < N} \left( \frac{b_{N+1} - a_{i}}{N} + 1, \frac{N}{N+1} \left( m(1, N) - m(1, N-1) \right) \right) \)
\[ \geq m(1, N) \min_{i < N} \left( \frac{b_{N+1} - a_{i}}{N} \right) \]

which proves \( m \geq m(1, N) \), and therefore the change in \( b_{N+1} \) into \( b_{N+1} = b_{N+1} - m(1, N) \) does not decrease (8). We now have successfully constructed \( (1, \ldots, i_N + 1) : i_N + 1 - t_N \geq m(1, N + 1) = m(1, N) \), and for the \( N \)-tuplet \( (1, \ldots, i_N) \), we just proved that \( m \geq m(1, N) \) is achievable.

**Case 2:** \( m(1, N + 1) = \min_{i < N} \left( \frac{b_{N+1} - a_{i}}{N} \right) < m(1, N) \). Obviously, adding a new aircraft has restricted the available spacing of the others: \( \exists i \in \{1, \ldots, N\} \) such that \( m(1, N + 1) = m(1, N + 1) < m(1, N) \).

**A** If \( l = 1 \), \( m(1, N + 1) = \frac{b_{N+1} - a_{i}}{N} \). The evenly spaced solution is the optimal solution. Let us show it is feasible, i.e., \( \forall j \in \{2, \ldots, N\} \), \( a_{i+1} + \frac{j-1}{N}(b_{N+1} - a_{i}) \in [a_{i+1}, b_{i+1}] \). If this were not the case, then, without loss of generality (since the problem is symmetric), we would have \( a_{i+1} + \frac{j-1}{N}(b_{N+1} - a_{i}) > b_{i+1} \) for a particular \( j_0 \), which would mean \( \frac{b_{N+1} - a_{i}}{N} < \frac{b_{N+1} - a_{i}}{N} \), which is by assumption wrong.

**B** If \( l \geq 2 \), we can use the symmetry of the problem to flip it (the \( a_{i+1} \) and \( b_{i+1} \) are inverted)\(^1\), and we are now in case 1.

In case 1 and case 2, we were able to construct a solution such that \( \Delta_\pi = m(1, N) \) for every \( N \). By Lemma 1, this is the best \( \Delta_\pi \), i.e., \( \Delta \), that we can achieve, and equation (6) follows. \( \Box \)

### 2.2 Transformation of the feasibility problem into a scheduling problem

The previous section solved for the maximal time separation between aircraft \( \Delta \) in the case of fixed order of arrival. In the current ATC system, if one interprets \( a_{i+1} \) as the nominal time of arrival of aircraft \( i \), and \( (a_{i+1}, b_{i+1}) \) as the set of possible arrival times with delays, equation (6) predicts the best available spacing without altering the order of arrival (first come first served policy). Despite the fact that it is used almost all the time in practice, this policy is of course not optimal.\(^2\) We now consider changing the order of arrival of the aircraft. We show that the feasibility problem of (3) can be reduced to a single processor scheduling problem with release times and deadlines [14], known to be solvable in polynomial time [2, 9]. The two following problems are equivalent:

**Problem 1:** Let \( \Delta \) be a given positive number (time separation). Given a set of \( N \) intervals \( [a_{i+1}, b_{i+1}] \), \( i \in \{1, \ldots, N\} \), find a set \( \{t_i\}_{i \in \{1, \ldots, N\}} \) such that \( \forall i \in \{1, \ldots, N\}, \ t_i \in [a_{i+1}, b_{i+1}] \) and \( \forall (i, j) \in \{1, \ldots, N\}^2, \ s.t. i > j, |t_i - t_j| \geq \Delta \).

**Problem 2:** Let \( D \) be a given positive number (processing time). Let \( I = \{1, \ldots, N\} \) be a set of jobs. Let each job have a release time \( r_i \) and a deadline \( d_i \). Find an ordering \( \{t_i\}_{i \in I} \) such that \( t_i \geq r_i \) (job \( i \) cannot start before the release time \( r_i \)), \( t_i + D \leq d_i \) (job \( i \) has to be processed before the deadline \( d_i \)), \( t_j < t_i \implies t_j + D \geq D \) (two jobs cannot be processed simultaneously).

Solving problem 2 for a given set of \( [r_i, d_i] \) and \( D \), is equivalent to finding a feasible solution to our original problem, with \( a_{i+1} = r_i \) and \( b_{i+1} + D = d_i \), \( \Delta = D \).

We show in this paper that the second problem can be solved using an adaptation of a known scheduling algorithm [9], which we derive in the Appendix.

### 3 SCHEDULING ALGORITHM

We call Carlier the algorithm presented in the Appendix. Carlier solves Problem 2 in Section 2.2. We will use the following notation: Carlier(\( r_i, d_i, D \)) represents the ordering obtained with release times \( r_i \), deadlines \( d_i \) and processing time \( D \) if such a schedule exists.

**Theorem 2.** Assume that \( n_i = 1 \) for all \( i \in \{1, \ldots, N\} \), \( a_{i+1} \in \mathbb{N}, b_{i+1} \in \mathbb{N}, D \in \mathbb{N} \). The following bisection algorithm converges to the exact solution of (3) in a finite number of steps. The time complexity of the algorithm is \( O(N^2 \log(N)(N + \log L)) \) where \( L = \max b_{i+1} - \min a_{i+1} \).

**Scheduling algorithm**

\[
\Delta := \left\lfloor \frac{1}{N-1} \right\rfloor \left( \max_{i \in \{1, \ldots, N\}} b_{i+1} - \min_{i \in \{1, \ldots, N\}} a_{i+1} \right) \]
if Carlier(\( a_{i+1}, b_{i+1} + \Delta, \Delta \)) is feasible. return \( \Delta \)
while Carlier(\( a_{i+1}, b_{i+1} + \Delta, \Delta \)) not feasible. \( \Delta := \Delta / 2 \), \( \Delta := \Delta / 2 \)
while \( (\Delta - \Delta) \geq \frac{1}{N-1} \)
if Carlier(\( a_{i+1}, b_{i+1} + \Delta / 2, \Delta + \Delta / 2 \)) is feasible
\( \Delta := \Delta / 2 \)
de otherwise \( \Delta := \Delta / 2 \)
return \( \max \left\{ \Delta | \Delta \in [\Delta, \Delta] \cap \bigcup_{k=1}^{N-1} \left( \frac{\Delta}{2} \right) \right\} \land \text{Carlier}(a_{i+1}, b_{i+1} + \Delta, \Delta) \) feasible\)

**Proof — Convergence** If \( \Delta = \frac{1}{N-1} \left[ |N,n_N| - a_{i+1} \right] \) is feasible, the algorithm stops at step 2. This is the ideal case (the largest achievable spacing is feasible).

Otherwise, let us call \( \Delta^* \) the optimum of the problem. Let us call \( \nu(\cdot) \) the order of arrival of the aircraft ( aircraft \( i \) arrives in position \( \nu(i) \)). By Theorem 1, we have:

\[
\Delta^* = \min_{(i,j) \in \{1, \ldots, N\}^2} \left( \frac{b_{i+1} - a_{i+1}}{\nu(j) - \nu(i)} \right)
\]

Because of the limited possible values of the difference \( \nu(j) - \nu(i) \), and because of the fact that the \( a_{i+1} \) and \( b_{i+1} \) are integers, equation (9) implies:

\[
\Delta^* \in \bigcup_{k=1}^{N-1} \left\{ \frac{1}{N} \left\lfloor \frac{1}{k} \right\rfloor \right\}
\]

where \( \bigcup_{k=1}^{N-1} \left\{ \frac{1}{N} \left\lfloor \frac{1}{k} \right\rfloor \right\} \cap \mathbb{N} \subset Q \). In step 3, the algorithm will divide \( \Delta \) by 2 until it becomes feasible. In
step 4, starting from the last value of step 3, it will approach \( \Delta^* \) by bisection until it comes within \( \frac{1}{N} \) of \( \Delta^* \). Then we know that \( \Delta^* \in \left[ \frac{1}{N}, \frac{N}{N} \right] \). Because of the previous remark on \( \Delta^* \), 
\( \Delta^* \in \{ \frac{1}{N}, \ldots, \frac{N}{N} \} \) and \( \Delta = \Delta^* \leq \frac{1}{N} \), which are easy to enumerate (step 5). \( \Delta^* \) is the largest of them.

**Complexity** The number of calls to Carlier is 1 for step 2, and \( N - 1 \) for step 5. The worst case for step 3 is if \( \Delta \) has to be divided by \( 2 \) times until

\[
\frac{1}{N-1} \geq \max b_{i,1} - \min a_{i,1} - \frac{1}{2^p}
\]

and the same applies for step 4, which gives the following bound for the number of calls to Carlier:

\[
N + \left\lfloor \frac{2 \log 2}{\log (\max b_{i,1} - \min a_{i,1})} \right\rfloor
\]  

(11)

The number of calls of the procedure Carlier is thus \( O(N + \log L) \), where \( L = \max b_{i,1} - \min a_{i,1} \). The complexity of the modified Carlier’s algorithm is \( O(N^2 \log(N)) \) (see Appendix 1). The complexity of the algorithm is thus \( O(N^2 \log(N)(N + \log(L))) \). □

**Corollary 3.** Theorem 2 holds for \( a_{i,j} \in \mathbb{Q} \), \( b_{i,j} \in \mathbb{Q} \).

**Proof** — Call \( a_{i,j} = \frac{p_{i,j}}{q_i} \) and \( b_{i,j} = \frac{r_{i,j}}{s_i} \), and call \( L \) the least common denominator of the \( q_i \) and \( s_i \) (note that \( L = \prod_{i=1}^N \prod_{j=1}^{n_i} q_i s_i \) works as well). Then problem (2) is equivalent to the following problem:

\[
\text{max.} \quad L \delta
\]

\[
\text{s.t.:} \quad L \theta_i \in \bigcap_{j=1}^{n_i} \left\{ L p_{i,j} / q_i, L r_{i,j} / s_i \right\}, \quad i \leq N
\]

\[
\left| L \theta_i - L b_{i,j} \right| \geq L \delta
\]

\[
j \leq i \leq N
\]

(12)

In (12), \( L p_{i,j} / q_i \in \mathbb{N} \) and \( L r_{i,j} / s_i \in \mathbb{N} \), so Theorem 2 gives us a solution \((\Delta^*, t_1, \ldots, t_N) = (L \delta^*, L \theta_1, \ldots, L \theta_N) \). Therefore, \((\sigma^*, \theta_1, \ldots, \theta_N)\) solves the problem in \( \mathbb{Q} \). □

### 4 NUMERICAL PERFORMANCE

The running time of the algorithm is theoretically bounded above by \( O(N^2 \log(N)(N + \log(L))) \), where \( O() \) means there is a constant in front of \( N^2 \log(N)(N + \log(L)) \) and it is independent of \( N \) and \( L \). In practice, this constant can be very large, and numerical experiments are needed to assess the practicality of the method. We simulate a set of 1800 cases and compare the measured CPU time used by our algorithm and that using CPLEX to solve the same problem, \((N \in \{2, \ldots, 19\})\). We run 8100 additional simulations \((N \in \{20, \ldots, 100\})\) to assess the performance of our algorithm in a range of \( N \) where CPLEX cannot handle the computation in real time. We simulate situations in which \( N \) aircraft are within one hour of the destination airport. For each value of \( N \), we randomly generate intervals \([a_{i,1}, b_{i,1}]\) within one hour of Oakland, with various widths \( b_{i,1} - a_{i,1} \) ranging from 30 sec. (almost no possibility to adjust the arrival time of the aircraft) to 15 min. We measure the CPU time needed by our method to compute the largest available \( \Delta^* \) between the aircraft. We run 100 simulations for each \( N \).

---

3Combining the length of the two intervals might give a better bound than (11) but does not change the complexity.

Our algorithm is implemented in MATLAB; the CPLEX solution is coded in AMPL interfaced with MATLAB, so that both methods can run from the same application on the same platform. The results of these runs are shown in Figure 3. This figure suggests a few comments. The average result is not representative of the relative performance of the two algorithms. Looking at Figure 3 (top) would suggest that CPLEX’s performance is much worse than our algorithm for \( N \geq 14 \). Figure 3 (bottom) shows that the average is “polluted” by abnormal runs: in fact for the set of simulations shown here, CPLEX is faster than our algorithm in 85% of the cases, but among the 15% remaining, the CPU time used by CPLEX exceeds the CPU time used by our algorithm by several orders of magnitude, which increases the average significantly. We are also aware that there might be more efficient ways to encode the MILP (2) in CPLEX or even the one interval version (3). For example, another way to encode (2) is:

\[
\text{max.} \quad \Delta
\]

\[
\text{s.t.:} \quad t_i \geq a_{i,n_i} + \sum_{j=1}^{n_i-1} x_{ij}(a_{i,j} - a_{i,j+1}) \quad i \leq N
\]

\[
t_i \leq b_{i,n_i} + \sum_{j=1}^{n_i-1} x_{ij}(b_{i,j} - b_{i,j+1}) \quad i \leq N
\]

\[
x_{ij} \leq x_{i,j+1} \quad i \leq N \quad j \leq n_i - 2
\]

\[
x_{ij} \in \{0,1\} \quad i \leq N \quad j \leq n_i - 1
\]

Regardless of the respective benefits of different MILP formulations of (1), the goal of our algorithm is to provide a guarantee on running time, which CPLEX does not provide, as is illustrated by Figure 3.

### 5 CURRENT WORK, OPEN PROBLEMS

When \( n_i > 1 \), i.e. each aircraft has multiple possible arrival intervals, the problem is much harder to solve. Unfortunately, the transformation operated in the one interval case, to cast our problem into a scheduling problem form, does not work in the multi-interval case. Even if it did, Carlier’s algorithm does not generalize easily to multiple intervals. Our current work is focused on solving the multiple interval case.

The previous algorithm can be adapted to the specific situation of fixed arrival order (with \( n_i > 1 \)). Instead of using Carlier as the main subroutine of the scheduling algorithm, we use a sequential construction subroutine. This subroutine sequentially tries to space aircraft by \( \Delta \) in the fixed order, trying the arrival intervals in increasing order from 1 to \( n_i \). The computational cost is therefore linear in the number of intervals. Calling \( M = \sum_{i=1}^N n_i \), we showed that the complexity of the algorithm is \( O(M(N + \log(L))) \).

The contributions of this paper are thus three algo-
number of aircraft put on a holding pattern, minimizing the sum of all times of arrival and minimizing the total makespan are not equivalent problems. Our current research efforts derived approximation algorithms for two of these four problems\textsuperscript{[4]}, i.e. polynomial time algorithms, for which we can guarantee that they converge to a value within a certain bound of the mathematical optimum.
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APPENDIX

This Appendix presents our modified version of Carlier’s algorithm [9] for solving the feasibility of problem (3) for a given $\Delta$, when $a_i = 1$. We present this complete algorithm and our proof of convergence and of solution properties (which is a modified version of Carlier’s). The problem solved by Carlier is the following.

Let $I$ be a set of jobs. We want to find an ordering $[ordonnancement]$ $T = (t_i)_{i \in I}$ such that

1. $t_i \geq a_i$, job $i$ cannot start before time $a_i$.
2. $t_i + D \leq b_i$, job $i$ cannot end after time $b_i$.
3. $t_i < t_j \implies t_j \geq t_i + D$: two jobs cannot be executed simultaneously.

A few definitions and some notation need to be given and will be used in the algorithm below. The algorithm recursively builds an ordering $T^x$ satisfying the conditions above, where the recursion is run on $x$ which represents time (therefore, $x$ will be proceed from $\min_i a_i$ to $\max_j b_j$).

- $K_x = \{i | a_i + D \leq x\}$ is the set of jobs which can be finished before time $x$.
- Let $T^x$ be an ordering of the jobs constructed by the algorithm; we call $U_x$ the set of jobs ordered by $T^x$: $U_x = \{i | \text{job $i$ ordered by $T^x$}\}$.
- $H = K_x - U_x - D$ is the set of jobs which can be finished before time $x$ (i.e. from $K_x$), which have not been ordered by $T^x - D$ (i.e. not in $U_x - D$).
- $m$: most urgent job of $H$: $m = \arg \min_{h \in H} b_h$.
- The delay of an ordering $T$ (with set of indices $U$) is: $y = \max_{u \in U} (t_u + D)$. The delay of $T$ is the time this ordering takes to complete.
- An ordering $T$ (with corresponding set of indices $U$) active as follows: an ordering $T$ (with corresponding set of indices $U$) is said to be active iff there does not exist a job $w$ in the complement $\cap U$ of $U$ such that $\max_{u \in U} (t_u + D) > b_w - D$. In other words, there does not exist a job $w$ in the complement of $U$ which cannot be processed before its deadline $b_w$ because $w$ cannot start before the completion time (delay) of the jobs in $U$. Mathematically, it equivalently reads: $\max_{u \in U} (t_u + D) \leq \min_{u \in U} b_u - D$.
- An ordering $T$ (with corresponding set of indices $U$) is said to be $x$-active iff it is active and has a delay less than $x$.

- $\{T^x - D + m\}$ is the ordering obtained by adding the most urgent job $m$ to the ordering $T^x - D$, if $m$ is executed as soon as possible. As soon as possible means the job $m$ should start at $t_m = \max\{a_m, y\}$, where $y = \max_{u \in U} (t_u + D)$ is the delay of the ordering $T^x - D$.
- $T(x)$ is the set of orderings which are active and which have a delay less than $x$.

**Definition 1. (Carlier)** The operator “preferable to” $\succeq$ is defined the following way: for two sets $U$ and $V$ of elements of $I$, $U \succeq V$ if:

1. $p = |U| \geq r = |V|
2. $b_{u_1} \leq b_{v_1}, \cdots, b_{u_r} \leq b_{v_r}$ if $b_{u_1} \leq b_{u_2} \cdots \leq b_{u_p}$ and $b_{v_1} \leq b_{v_2} \cdots \leq b_{v_r}$.

**Theorem 4 (after Carlier [9]).** $\forall x \in \{\min_i a_i, \cdots, \max_i a_i + D - 1\}$, the set $T^x$ constructed by the algorithm below is $x$-active and is preferable to any other $x$-active ordering.

**Algorithm Carlier($a_i, b_i, D$)**

1. $\forall x \in \{\min_i a_i, \cdots, \min_i a_i + D - 1\}$ $T^x := \emptyset, U_x := \emptyset$
2. for $x = \min_i a_i + D : \max_i a_i$
3. $K_x := \{i | a_i + D \leq x\}, H = K_x - U_x - D$
4. if $H = \emptyset$
5. $T^x = T^x - D$
6. else $T^x = T^x - 1$
7. end
8. if $U_x \neq I$ no solution else return $T^x$ end

**Proof** — The proof is done by induction on $x$. Obviously, $\forall x \in \{\min_i a_i, \cdots, \min_i a_i + D - 1\}$, the property is true, since $T^x := \emptyset$ and $U_x := \emptyset$.

Suppose the property is true for all $z \leq x - 1$. We want to show that it is true for $T^x$. There are two cases:

**Case 1:** $H = \emptyset$.

We know that $K_x \subseteq U_x - D$ because $K_x - U_x - D = \emptyset$. Since the set of jobs ordered at time $x - D$ is at most the number of jobs that can be ordered at time $x - D$, $U_x - D \subseteq K_x - D \subseteq K_x$, because $K_x$ is monotonically increasing. Combining the above inclusions, we have $K_x = U_x - D$. This means that all jobs executable before time $x$ are ordered by $U_x - D$ (i.e. by $T^x - D$). Also, $T^x - D \in T(x - D) \subseteq T(x)$, therefore $T^x - D \in T(x)$. This implies that $T^x - D$ is a maximal element of $T(x)$ for $\geq$.

**Case 2:** $H \neq \emptyset$.

$H$ contains at least one element which can be finished before $x$ not ordered by $U_x - D$. Let $T' = \{T^x - D + m\}$; let $T'$ be any ordering in $T(x)$, and call $i$ the last job which was ordered by $T'$, and $T - \{i\}$ the ordering obtained by withdrawing job $i$ from $T'$, $U$ the set of jobs ordered by $T$. 

We first show that if $T'$ is active, then $T' \succeq T$. We use Carlier's [9] lemma on the preorder $\succeq$:

**Lemma (Carlier [9])** Let $C$ and $E$ be two sets such that $C \supseteq E$. Let $u \notin C$ and $v \notin E$. Suppose that $\forall w \in C$, $b_u \leq b_v$. Then $\{u\} \cup \{v\} \succeq \{v\} \cup E$. □

We can apply the previous lemma to the present problem: take $I = K_x$, $C = U_{x-D}$, $E = U - \{i\}$, $u = m$, $v = i$. In the following, the complement of a set $K \subseteq I$ is defined as $K = I \setminus K$. Clearly, $u \notin C$, $v \notin E$, $\forall w \in C$, $b_u \leq b_w$ because by construction, $m = u$ is the most urgent job. Finally $U_{x-D} \succeq U - \{i\}$ by the induction assumption.

Therefore $T' \succeq T$, that is, $T'$ is preferable to any element of $T(x)$. Since $T''$ is active, it must also be $x$-active. To see this, we need to prove that the delay of $T''$ is less than $x$. Calling $y$ the delay of $T''$, we have $y \leq x - D$. Since $y \leq \min_{w \in T''} b_w$, $b_m \leq b_x - D$, because $T''$ is $x$-active and $m \in T'' \cap K_x$, $m$ can be executed before $x$, i.e., $t_m + D \leq x$. In conclusion, $T''$ is $x$-active and preferable to all elements of $T(x)$.

**Second, we show that if $T'$ is not active, then $T'' = T'' - 1 \succeq T$.**

We want to show that $\forall T \in T(x)$, $T'' \succeq T$.

- If $\max_{w \in T} (t_w + D) \leq x - 1$, this result is immediate by induction.
- Otherwise $\max_{w \in T} (t_w + D) = x$. We call $l$ the last job ordered by $T$ (see Figure 4). By induction, we know that $T'' \succeq T - \{l\}$. This implies $T' \succeq T - \{l\}$.

Because $\{T'' - D + m\}$ is not active, $\exists w \in \{T'' - D + m\}$ such that $b_w - D < x$. We have $w \in T$ since otherwise $w$ can only start after $T$ (the delay of $T$) or $b_w - D > x$, which is a contradiction. Thus, $w$ must have been processed before $x$ and $w \in K_x$. Since $m$ was the most urgent task added to $T'' - D$, $b_m \leq b_w < x + D$ (that is, both $m$ and $w$ are in $K_x$ when $m$ is added).

Now we have: $m \in T'' - D$ and $w \in T'' - D$. Since $T' \succeq T - \{l\}$, $T - \{l\}$ contains at least two jobs $i$ and $j$, ordered by the index $b_i \leq b_j$, such that $b_i \leq b_m < x + D$ and $b_j \leq b_w < x + D$. Furthermore, since both $i$ and $j$ are in $T - \{l\}$, one of them must be scheduled after $l$, say job $j$, with completion time at least $x + D$. This implies $b_j \geq x + D$, which contradicts the previous inequality. Therefore there cannot be $T' \in T(x)$ of exact delay $x$.

We have proved that regardless of how $T''$ was constructed, it is always $x$-active, and orders more jobs than any other $x$-active ordering $T$. If a solution to the original problem exists (i.e., the problem is feasible), we know that the algorithm will find it, because for any $x$, it finds one $x$-active ordering with the maximal number of jobs. It suffices to march $x$ until $\max_{i \in I} b_i$.

**Theorem 5.** 1. The computational complexity of calculating $T''$ at each step is $O(N)$.

2. It is possible to modify the algorithm such that the overall computational complexity is $O(N^3)$.

**Proof —** In step 3, the computational complexity of calculating $K_x$, for all $x$ from $\min_{i \in I} a_i + D$ to $\max_{i \in I} b_i$ is $O(N)$ (since it requires stepping through all $a_i$). Therefore, in the for loop of step 2, it is $O(1)$. The computation of $H$ is at most $O(N)$, if the two sets $K_x$ and $U_{x-D}$ are constructed with increasing indices (i.e., the sets are indexed such that performing $K_x - U_{x-D}$ only requires checking the upper indices of $K_x$ and $U_{x-D}$). All other operations are $O(1)$ except computing $m = \arg\min_{h \in H} b_h$.

The cost of computing $T''$ is thus $O(N)$. It suffices to compute the $T''$ for $x = a_i + kD$, with $i \in I = \{1, \ldots, N\}$ and $k \in \{0, \ldots, N - 1\}$. The total number of jobs is $N^2$, which gives the algorithm a complexity of $O(N^3)$.

---

**Table 1:** Details of the computations in the modified Carlier's algorithm.

<table>
<thead>
<tr>
<th>$K$</th>
<th>$H$</th>
<th>$m$</th>
<th>$U_x$</th>
<th>$T_x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1.5</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>12</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>13</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>14</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>15</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>16</td>
<td>17</td>
<td>17</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>17</td>
<td>17</td>
<td>17</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>17</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>18</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>19</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>19</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>21</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>21</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>22</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>22</td>
</tr>
</tbody>
</table>

---

Figure 4: Case 2 from the proof of Theorem 4, with $\{T'' - D + m\}$ not active. Orderings $T$ of delay $x$ exactly and $\{T'' - D + m\}$ at iteration $x$. The last job $l$ of $T$ is such that $t_l + D = x$.\footnote{Carlier also shows $A \succeq B \Rightarrow \overline{B} \succeq \overline{A}$.}